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Deep clustering

By optimizing a clustering objective function to learn better data representation 
for clustering.
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Problem

Even with deep neural networks, data still has significant overlap across 
categories before clustering starts.

4



Contrastive learning
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▲Contrastive learning for image ▲Contrastive learning for text



Supporting Clustering with Contrastive Learning (SCCL)
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Use contrastive learning to promote better separation in clustering.
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SCCL
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Feature Generator - Sentence-BERT

● Use siamese networks
● Use pre-trained BERT networks and only fine-tune it to yield useful 

sentence embeddings
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Example fine-tune dataset - SNLI:

a collection of 570,000 sentence pairs 
annotated with the labels 
contradiction, eintailment, and neutral. 



Deep Clustering

10

Soft clustering

Target distribuion



Deep Clustering
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data centroid

The probability of data j assign to cluster k (soft clustering)



Deep Clustering
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Target distribution

Cluster frequency



Deep Clustering
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Instance-wise Contrastive Learning
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Randomly sampled minibatch:

Pairs of augmentations for each data instance in B:

Positive pairs:

Negative pairs: other 2M-2 examples in Ba



Instance-wise Contrastive Learning
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Objective Function
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Dataset
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Evaluation Metric
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● Accuracy for clustering
Permutes clustering labels to match the 
ground truth labels

● NMI Entropy before clustering Entropy after clustering
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Comparison

21



Ablation Study
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Intra-cluster and Inter-cluster Distance
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Text Data Augmentations
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WNet Replace text with WordNet synonyms

Ctxt Use transformer to find top-n words for  substitution

Para Translate text to another language then translate back to English



Composition of Data Augmentations
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2nd Augmentation: Contextual + CharSwap



Composition of Data Augmentations
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Similarity between original text and augmented text (2nd)
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Conclusion

● SCCL outperforms or performs highly comparably to the state-of-the-art 

methods.

● SCLL is capable of generating high-quality clusters by integrating the deep 

clustering and contrastive learning.
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